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Support Vector Machines (SVM)
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Linear SVM – non separable case
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kernel SVM

The idea is to transform the features using a nonlinear 
transformation to a higher-dimensional space and find a separating 
hyper-plane there. 
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kernel SVM

- We can represent the problem in a special way, replacing the 
explicit mapping     by a kernel.

- First observe that the dual maximization is determined by dot-
products of the mappings
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- Using (12.10)
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kernel SVM…is feature engineering?
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