Foundations of approximation theory: Assignment |

1. [Minkowski integral inequality] Prove that for 1< p << and a measurable function F (x,t) R"xR" >R
P \P b \UP
(L (P oenfe)"at ] <[ (L JF e ) ox

Hints: for 1< p <o (IR |F(x.t)| olx)p _ (JR F (x,t)‘dx)(IRn‘F (v.t) dy)p_l, change order of integration of t

and x, use Holder.

2. Recall that a function g e Ll(R”) is the distributional derivative of f e Li(R”), g=0"f, acZ",if

Joos=(-1)'[ 109 wpecs(®").

1, -1<x<0, x+1, -1<x<0,
Prove H'(x)=4-1, 0<x<l, where H(x):=41-x, 0<x<I,
0, else. 0, else.
3. [Convergence of Fourier series] Compute the Fourier coefficients f(k):zi . f (x)e™dx for:
72' -7
a. f(x)=x,
b. f(x)=x*

Recall that, by Parseval, the degree of approximation of the Fourier series is
1/2

A 2

f (k)‘ ] .

Estimate the error for the above two cases as a function of N . What is the reason for the qualitative difference
in the rate of decay of the error (as N — o) for these two examples?

£ (), :=||f—st||2=[z

[k|>N

4. [Partial Fourier series]
a. Let f el,[-7,x] be 27 -periodic, with || f|, <1.Is it true that S, f|, <1, N>0?

b. Let f eL, [-7 7] be 27 -periodic, with | f| <1.Isittrue that ||S, f|| <1, N>0?

5. For geL,(R"), [gﬁgb}(w) = ‘¢3(W+ 27rk)‘2 el, ([—ﬂﬂ]n) is called the auto-correlation function.

keZ"

Prove that {¢('_k)}kezn are an orthonormal system iff [¢qﬂ(w) =1,a.e.

Hint: (4,4(-+))=(27)" <¢“,(¢(-+ J))> = ... the Fourier coefficients of [¢¢]



6. Let f( Zc Ly omi (X) - Compute the modulus o (f,t) , forall 0<t<1/2,and 0< p<w.

7. Prove the following equality forany N >1, x,heR", f :R" > R,

N-1 N-1
Ary (£.X) Z DAL(Fox+kh+. k).
k=0 k0

Hint: recall we proved in class for r =1. Now apply induction on r . Make sure the notations are correct.

8. Recall that we proved in class for g e C" (R)W; (R), 1< p<co, that
a)r(g,t)Lp(Q) SC(r,n)tr|g|W£(Q), vt>0.

Complete the proof for a general g eW, (R) 1< p<oo by using a ‘density’ argument, .i.e a sequence of

functions

{9 =CT(R)NW(R), ]9 =0flyp(z), 2.0

k—o0



