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Transformers and Typical Tasks

Transformers and Typical Tasks

@ Based on “Formal Algorithms for Transformers” [PH22]!
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Sequence Modelling (DTransformer)

@ Given a vocabulary V, let x, € V* for n € [Nyata] be a dataset of
sequences “sampled” from dist. P. The goal is to learn an estimate P
of the distribution P(x).

@ In practice, the distribution estimate is often decomposed via the
chain rule as P(x) = Py(x[1]) - Pa(x[2] | x[1]) - - - Pa(x[€] | x[1 : € = 1]),
where 6 consists of all neural network parameters to be learned.

@ The goal is to learn a distribution over a single token x[t] given its
preceding tokens x[1 : t — 1] as context.

@ Examples include language modelling, RL policy distillation, or music
generation.
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Sequence-to-sequence (seqg2seq) prediction

(EDTransformer)

@ Given a vocabulary V and an i.i.d. dataset of sequence pairs
(zn, Xxn) ~ P, where P is a distribution over V* x V*, learn an estimate
of the conditional distribution P(x|z).

@ In practice, the conditional distribution estima}e is often decomposed
as P(x|z) = Py(x[1]12) - Po(x[2] I x[1],2) - - Po(x[€] I X[1 : € - 1], 2).

@ Examples include translation (z = a sentence in English, x = the
same sentence in German), question answering (z = question, x =
the corresponding answer), text-to-speech (z = a piece of text, x = a
voice recording of someone reading the text).
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Classification (ETransformer).

@ Given a vocabulary V and a set of classes [N¢], let
(Xn, cn) € V* X [Nc] for n € [Ngaia] be an i.i.d. dataset of
sequence-class pairs sampled from P(x, c).

@ The goal in classification is to learn an estimate of the conditional
distribution P(c|x).

@ Examples include e.g. sentiment classification, spam filtering, toxicity
classification.
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Tokenization: How Text is Represented

@ In NLP, tokenization refers to how a piece of text such as “My
grandma makes the best apple pie.” is represented as a sequence of
vocabulary elements (called tokens).

@ Character-level tokenization. One possible choice is to let V be the
English alphabet (plus punctuation).
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Tokenization: How Text is Represented

@ In NLP, tokenization refers to how a piece of text such as “My
grandma makes the best apple pie.” is represented as a sequence of
vocabulary elements (called tokens).

@ Character-level tokenization. One possible choice is to let V be the
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Tokenization: How Text is Represented

@ In NLP, tokenization refers to how a piece of text such as “My
grandma makes the best apple pie.” is represented as a sequence of
vocabulary elements (called tokens).

@ Character-level tokenization. One possible choice is to let V be the
English alphabet (plus punctuation).

@ Word-level tokenization. V consists of all English words (plus
punctuation).

@ Subword tokenization. V is a set of commonly occurring word
segments like ‘cious’, ‘ing’, ‘pre’. Common words like ‘is * are often a
separate token, and single characters are also included in V to ensure
all words are expressible. E.g. [SHB15] used in GPT-2 [BMR™"20].
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Final vocabulary and text representation

@ Given a choice of tokenization / vocabulary, each vocabulary element
is assigned a unique index in {1,2,..., Ny — 3}.

@ A number of special tokens are then added to the vocabulary. The
number of special tokens varies, and here we will consider three:

@ mask_token := Ny — 2, used in masked language modelling;
o bos_token := Ny — 1, used for representing the beginning of
sequence;

e eos_token := Ny, used for representing the end of sequence.
The complete vocabulary has Ny = |V| elements.

@ A piece of text is represented as a sequence of indices (called token

IDs) corresponding to its (sub)words, preceded by bos_token and
followed by eos_token.
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@ Let V denote a finite set, called a vocabulary, often identified with
[Nv] := {1,..., Nv}. This could be words or letters, but typically are
sub-words, called tokens.

@ Let x = x[1:¢] = x[1]x[2]...x[{] € V* be a sequence of tokens, e.g.
a sentence or a paragraph or a document. Unlike in Python, we use
arrays starting from 1, and x[1 : ¢] includes x[¢].

@ For a matrix M € R™9" we write M[i,:] € RY for the ith row and
M, j] € RC for the j-th column.

@ The training data may naturally be a collection of (independent)
articles, but even then, some may exceed the maximal context length
fmax transformers can handle. In this case, an article is crudely
broken into shorter chunks of length < ax.
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Architectural Components

Architectural Components
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Token embedding

The token embedding learns to represent each vocabulary element as a
vector in R%.

Algorithm Token embedding.
Input :veV=[Ny],atoken ID.
Output : e € R%, the vector representation of the token.
Parameter: W, € R%*\v_ the token embedding matrix.
1 return e = We[;, v]
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Positional embedding

The positional embedding(PE) learns to represent a token’s position in a
sequence as in R%. E.g. the position of the 1st token in a sequence is
represented by a (learned) vector Wp[:, 1], the position of the 2nd token is
another (learned) vector Wp[:, 2], etc. Learned PE require that the input
sequence length is at most some fixed number £ax.

Algorithm Positional embedding.
Input : £ € [€max], pOsition of a token in the sequence.
Output :ep € R%, the vector representation of the position.
Parameter: W, € R%*m, the PE matrix.

2 return ep = Wp[:, (]

The PE of a token is added to the token embedding to form a token’s initial
embedding. For the t-th token of a sequence x, the embedding is

e = We[:, x[t] + Wp[: 1]. (1)
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Attention

Attention is the main part of transformers. It enables a neural network to

make use of contextual information for predicting the current token.
On a high level:

@ the token currently being predicted (destination) is mapped to a
query vector q € R%  and the tokens in the context (source) are
mapped to key vectors k; € R%n and value vectors v; € R%anue,

@ The inner products qTk; are interpreted as the degree to which token
(src.) t is important for predicting the current token (dst.) g — they are
used to derive a distribution over the context tokens, which is then
used to combine the value vectors.
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Attention

Input Thinking Machines
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Multiplying x1 by the WQ weight matrix produces q1, the "query" vector associated with that word. We end up creating a "query", a "key",
and a "value" projection of each word in the input sentence
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Attention
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Attention
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https://sebastianraschka.com/blog/2023/self-attention-from-scratch.html

Basic single-query attention.

Algorithm Basic Single-Query Attention

Input : e € R% vector representation of the current token.

Input : e; € R%, vector representations of context tokens t € [T].

Output : ¥V € R%u, vector representation of the token and context com-
bined.

Parameter: W, Wy, € R%u*dn the query and key linear projections.
Parameter: W, c R%:*%  the value linear projection.

q < Wqe;
Vit ki — Wiey:
eXP(qut/ Vdattn)
6 Vit : = ;
t a ZUG[T] exp(quu/ Vdalm)
7 return v = 3 arvy
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Additional Notation

It will be useful to define the softmax function for matrix arguments, as well
as a Mask matrix:

°

exp Alt,, t
softmax(A)[t,, k] = &TE‘\ZUX}], ()

s X
°
1 for bidirectional attention

Mask(t,, t] = e

ask[t,, ] {[[z‘Z < t]] for unidirectional att. )
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General Single-Headed Attention

Algorithm V « Attention(X, Z|'Wyyy, Mask)

/* Computes a single (masked) self- or cross-attention head. */
Input: X € R&*&, Z e R%*% | vector representations of primary and context
sequence.

Output: V € R%w*4 ypdated representations of tokens in X, folding in
information from tokens in Z.
8 Wyky consisting of: Wg € R%wxd Wy e Rbwx®% W, e R%uwxd  Maske
{0, 1}%6, 1(3) ;

9 Q — WgX [Query € R%wxh];

0 K — WZ [Key € R%uwxt]

1 Ve—W2Z; [Value € R%uxé] ;

2 S — K'Q ;Vi,t,, if =Mask(t,, t] then S[t,, ty] « —co ;
3

return V = V - softmax (S/ \/datm)
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Attention Variants

@ Bidirectional / unmasked self-attention. Given a sequence,
attention to each token, treating all tokens in the sequence as the
context. Algorithm 5, with Z = X and no masking (Mask = 1).

@ Unidirectional / masked self-attention. Given a sequence, attention
to each token, treating all preceding tokens (including itself) as the
context. Future tokens are masked out, so this causal
auto-regressive version can be used for online prediction. Z = X
and Mask [t,, t,] := [t, < t]. For this Mask, the output V[:, 1 : t] only
depends on X[:, 1 : t], hence can be used to predict X[:, t + 1].

@ Cross-attention. Given two sequences (often in the context of a
sequence-to-sequence task), attention to each token of the primary
token sequence X, treating the second token sequence Z as the
context, with Mask = 1. While the output ¥ and input sequences X
have the same length ¢y, the context sequence Z can have different
length £,.
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Multi-Headed Attention

4

7
8
9

0
1

Algorithm V — MHAttention(X, Z|'W, Mask)

/* Computes Multi-Head (masked) self- or cross- attention layer. =/
Input: X € R&*&, Z ¢ ROXG
Output: V € R%=< ypdated representations of tokens in X, with informa-
tion from tokens in Z.
for h € [H], ‘W, consisting of do
L Wg IS Rdatlnde’ WZ IS RdattnXdZ, W’; IS RdmidXdz;

WO c RdoulXHdmid_
H, number of attention heads, Maske {0, 1}
for h € [H] do

| Y" < Attention(X, Z|'Wy,, Mask)

Y —[Y'; Y% . ;YY" return V= W,Y
return V = V - softmax (S/ \/datm)
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Layer normalisation explicitly controls the mean and variance of individual
neural network activations; the pseudocode is given in Algorithm 6.

Algorithm é < layer norm(ely, B)

/* Normalizes layer activations e. =/
Input : e € R%, neural network activations.
Output :e € R%, normalized activations.
Parameter: y, 8 € R%, element-wise scale and offset.
2 m e 3% eli]/de;
3 vy (el] - m)?/d.;

4 return e = &M o y + B, where © denotes element-wise multiplication.
2oy p
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Unembedding

The unembedding learns to convert a vector representation of a token and
its context into a distribution over the vocabulary elements

Algorithm Unembedding

Input : e € R%, a token encoding.
Output :p e A(V), a probability distribution over the vocabulary.
Parameter: W, € RM*% the unembedding matrix.

5 return p = softmax(Wye)
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Transformer Architectures

Transformer Architectures

We will go over three example architectures:
@ Encoder-Decoder Transformer (EDT) [VSPT17]
@ BERT (Encoder) [DCLT19]
@ GPT (Decoder) [BMR20]
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EDT/ Sequence-to-sequence transformer

Intuition:

@ First, the context sequence is encoded using bidirectional multi-head
attention. The output of this ‘encoder’ part of the network is a vector
representation of each context token, taking into account the entire
context sequence.

@ Second, the primary sequence is encoded. Each token in the primary
sequence is allowed to use information from the encoded context
sequence, as well as primary sequence tokens that precede it.
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EDT - Architecture
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EDT - Example: T5, T5-FLAN

Das st gut.”

“translate English to Gernan: That 1s good..
“cola sentence: The
course 15 junping well."

“stab sentencel: The rhino grazed
n the grass. senten hino
i grozing in a field."
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a storn in attala county.

“gumarize: state authorities
ws. tues
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y to

‘an onslaught
issiseippi-

Instruction finetuning

Language
model
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The cafeteia had 23 appis.
originaly They used 20 o
moke unch.So they had 23 -
=3 They bought 6 more
opples,sothey have 3+ 6 =9.

Figure: Left: T5 [RSR*19], Right: FLAN-T5 [CHL*22]
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EDT - Architecture

Algorithm 8: P « EDTransformer(z,x|0)

/* Encoder-decoder transformer forward pass */
Input: z,x € V*, two sequences of token IDs.

Output: P € (0, 1)Nvxlength(x) ywhere the t-th column of P represents Pg(x[t + 1]|x[1 : t], ).
Hyperparameters: fax, Lenc, Lgecs H, de, dm.lp eN

/* Encode the context sequence: */
1 €, « length(z)
2 forte [6] : e« Wel:, z[t]] + Wy [:, (]
3 Z« [er,e2,...e]
4 fori=1,2,...,Lenc do
5 | Z« Z+MHAttention(Z|W;", Mask=1)
6 | forte[t]: Z[:t] « layer_norm(Z[:, ]|y}, B;)
7

1 I ! 1
Z—Z+ WnﬂpzneLU(Wnﬂplz + bmlpllT) + bmlple
8 | forte[&]: Z[:t] « layer_norm(Z[:¢] |yZ B?)

9 end
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EDT - Architecture

/* Decode the primary sequence, conditioning on the context:
10 & « length(x)
11 fort € [&x] : er <= Wel:, x[t]] + Wp[:,t]
12 X « [e1,ez,...e¢]
13 fori=1,2,..., L do
14 X « X +MHAttention(Xx \'W?EC, Mask[t,t'] = [[t < t']])
15 fort e [&] : X[:,t] « layer_norm(X[:,t] |y?,,8?)
16 | X « X +MHAttention(X,Z I’V\/f/d, Mask = 1)
17 | forte [&]: X[:,t] « layer_norm(X[:,¢] |yf, B}
18 | X X+W ReLUWL X +byy o 17) + bl 17
10 | forre [&]: X[:r] « layer_norm(X[:, ]|y}, B})
20 end
/* Derive conditional probabilities and return:
21 return P = softmax(W,X)
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EDT - Training

Algorithm 11: 0 — EDTraining(z1:ng,,, X1:Nyaa» 0)

/* Training a seq2seq model */
Input: {(zn,xn)}l:j"l'a, a dataset of
sequence pairs.
Input: 6, initial transformer parameters.
Output: 6, the trained parameters.
Hyperparameters: Nepochs € N, 1 € (0, 0)
1 fori=1,2,...,Nepochs do
2 forn=1,2,...Ngaa do
3 ¢ « length(x,)
4 P(0) «— EDTransformer(z,, x,|0)
5 loss(6) = — 2.1 log P(6) [xa [t+1],t]
6 6 «— 6 —n - Vloss(6)
7 end
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EDT: Inference

Algorithm 15: X «— EDInference(z, 0)

/* Using a trained seq2seq model for

prediction. */
Input: A seq2seq transformer and trained
parameters 6 of the transformer.
Input: z € V*, input sequence, e.g. a
sentence in English.
Output: x € V*, output sequence, e.g. the
sentence in German.
Hyperparameters: t € (0, o)
1 X « [bos_token]
2y«0
3 while y # eos_tokendo
4 P « EDTransformer(z,%|8)
5 p « P[:,length(x)]
6 | sample a token y from q o p!/*
7 X — [%,¥]
8 end
9 return x
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Encoder-only transformer: BERT

Intuition: BERT is a bidirectional transformer trained on the task of masked
language modelling. Given a piece of text with some tokens masked out,
the goal is to correctly recover the masked-out tokens. The original use of
BERT was to learn generally useful text representations, which could then
be adapted for various downstream NLP tasks. The masking is not
performed via the Mask parameter but differently: During training each
input token is replaced with probability pmask by a dummy token
mask_token, and evaluation is based on the reconstruction probability of
these knocked-out tokens.
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Encoder-only transformer: BERT, architecture

Algorithm 9: P «— ETransformer(x|0)
/* BERT, an encoder-only transformer, forward pass */
Input: x € V*, a sequence of token IDs.
Output: P € (0, 1)Nvxlength(x) where each column of P is a distribution over the vocabulary.
Hyperparameters: Cmax, L, H, de, dmip, df € N
Parameters: 6 includes all of the following parameters:
W, € R&MW Wy, ¢ Réexémx the token and positional embedding matrices.
Forle [L]:
| ‘W, multi-head attention parameters for layer 1, see (4),
| v} Bl v2.BE € R%, two sets of layer-norm parameters,
\ Winlpl € Rmip¥de bimpl € Rémp, Wimpz € RéeXdmp bi’nlpZ € R%, MLP parameters.

Wr e R¥ b e R%, y, B € R, the final linear projection and layer-norm parameters.
W, € RWxde the unembedding matrix.
1 £ « length(x)
2 force [€] : e « W[5, x[c]] +Wy[:, ]
3 X « [e1,e3,...e]
4 fori=1,2,...,Ldo
5 X « X + MHAttention(X |'W;, Mask = 1)
6 forc e [¢] : X[:,¢] < layer_norm(X[:,t] |y11,,811)
7| X X +Wl GELUW, | X +bl, 0 17) + bl .17
8 | forte [€]: X[:,t] — layer_norm(X[:, ] |v%, BF)
9 end
10 X «+ GELU(WfX +bf1T7)
11 force [¢] : X[, t] « layer_norm(X[:c]|y,B)
12 return P = softmax(W,X)
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Encoder-only: Training

Algorithm 12: 6 ETraining(xi.yg,,,68)

/* Training by masked language
modelling */
Input: {x,{}l:i'i“‘, a dataset of sequences.
Input: 6, initial encoder-only transformer
parameters.
Output: 6, the trained parameters.
Hyperparameters: Ngpocps € N, 17 €

(0,00), pmask € (0,1)

1 fori=1,2,..., Nepochs do
2 forn=1,2, ..., Ngara do
3 ¢ « length(x,)
4 fort=1,2,...,¢6do
5 X%, [t] « mask_token or x,[t]
randomly with probability
Pmask OF 1 = Prask
6 end
7 T {te[f] : %,[t] = mask_token}
8 P(0) « ETransformer(x,|6)
9 1055(8) = — Scq log P(0) [xa[e]. ]
10 6 « 6 —n - Vloss(6)
1 end
12 end
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BERT: Pretraining and Fine Tuning

W@D Start/End Span

BERT
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Masked Sentence A - Masked Sentence B Question P Paragraph
K Unlabeled Sentence A and B Pair Question Answer Pair

Pre-training Fine-Tuning

Figure: [DCLT19]
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Classification using Encoder Models
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Figure: Source
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Encoder-only: Clustering in intermediate layers

RTE MRPC SST-2

nnnnn

Figure: NCC mismatch for Sequence-Classification datasets: RTE, MRPC and
CoLA, using both vanilla (solid) and SVSL(dashed) losses. Top: train NCC
mismatch, Bottom: test NCC mismatch. We show only a subset of the
transformer blocks for clearness. The shaded pink background shows the TPT for
the vanilla loss experiment, and the blue for the SVSL. The background is shaded
purple at epochs when both experiments are in the TPT.
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Encoder-only: Clustering in intermediate layers
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Decoder-only transformers: GPT

GPT-2 and GPT-3 are large language models developed by OpenAl.

They all have similar architectures and are trained by autoregressive
language modelling: Given an incomplete sentence or paragraph, the goal
is to predict the next token.

The main difference from BERT is that GPT use unidirectional attention
instead of bidirectional attention.

GPT-3 is identical except larger, and replaces dense attention in Line 6 by
sparse attention, i.e. each token only uses a subset of the full context.
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Decoder-only transformers: GPT - architecture

Algorithm 10: P « DTransformer (x|0)
/* GPT, a decoder-only transformer, forward pass */
Input: x € V*, a sequence of token IDs.
Output: P € (0, 1)Nvxlength() where the t-th column of P represents Bg(x [t + 1]|x[1 : t]).
Hyperparameters: {yax, L, H, de, dmpp €N
Parameters: 6 includes all of the following parameters:
W, € R9MN W, e Rie*max, the token and positional embedding matrices.
Forle [L]:
| W, multi-head attention parameters for layer I, see (4),
| vL.Bl.¥2. B} € R%, two sets of layer-norm parameters,
\ Winlpl € Rmip¥de bimpl € Rémp, WinlpZ € Réexdmp b:nlpz € R%, MLP parameters.

y.B € R%, final layer-norm parameters.
W, € RNMvxde the unembedding matrix.

1 £ « length(x)

2 force [€] : e « W[5, x[c]] +Wy[:, 1]

3 X « [e1,eq,...e]

4 fori=1,2,...,Ldo

s | forte [€]: X[:,¢] — layer_norm(X[:, ] |y}, 8})

6 | X« X+MHAttention(X |'W;, Mask[t,t'] = [[t < ¢'T))
7 | forte [f]: X[:t] « layer_norm(X[:,t] | y2,B?)

8 | X X4W GELUWL X+ by 17 + by 517

9 end

o

o forte [€]: X[:,t] « layer_norm(X[:t]|y,B)
1 return P = softmax(W,X)

o
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Decoder-only transformers: GPT - training

Algorithm 13: 6 DTraining(xi.,,,,6)

/* Training next token prediction */
. N,
Input: {xn‘ }’EST’ a dataset of sequences.
Input: 6, initial decoder-only transformer
parameters.
Output: 6, the trained parameters.

Hyperparameters: Nepochs € N, 1 € (0, o0)

1 fori=1,2,..., Nepochs do

2 forn=1,2,... Ngaa do

3 ¢ « length(xp)

4 P(6) « DTransformer(x,|8)

5 loss(0) = — 21 log P(0) [xa[t+1], t]
6 6 «— 6 —n - Vloss(8)

7 end

8 end

9 return 6 = 0
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Decoder-only transformers: Inference

Algorithm 14: y «— DInference(x, 0)

/* Prompting a trained model and using

it for prediction. */
Input: Trained transformer parameters 6.
Input: x € V¥, a prompt.
Output: y € V*, the transformer’s
continuation of the prompt.
Hyperparameters: fgen € N, T € (0, 00)
1 ¢ « length(x)
2 fori=1,2,... lgen do
3 P — DTransformer(x|6)
4 p<—P[,l+i-1]
5 | sample a token y from q « p/*
6 x «— [x,y]
7 end
sreturny =x[f+1: €+ lgen]
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Vision Transformer

Vision Transformer (ViT) Transformer Encoder

Transformer Encoder

| |
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[class] embedding [ Linear Projection of Flattened Patches
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7
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Figure: [DBK'21]
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CLIP

(1) Contrastive pre-training
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CLIP embeddings

CLIP embedding space
NCC Match with Ground Truth Targets

= ViT-L/14 accuracy_test i S 2

ViT-B/32 accuracy_test == ViT-L/14 NCC_ ts_match

== ViT-B/32 NCC_targets_m

Hidden Layer
0

s o s 10 15
0 5 10 15 20

« Feature Embeddings * Class Text % Class Center

Figure: [RKH*21], Blogpost
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Zero/One/Few Shot Learning

The three settings we explore for in-context learning

Traditional fine-tuning (not used for GPT-3)

Zero-shot
The model predicts the answer given only a natural language
description of the task. No gradient updates are performed

Translate English to French task description

cheese =» prompt

One-shot
In addition to the task description, the model sees a single
example of the task. No gradient updates are performed.

Translate English to French task description

sea otter => loutre de mer examp

cheese == prompt
Few-shot

In addition to the task description, the model sees a few
examples of the task. No gradient updates are performed

Translate English to French

sea otter => loutre de mer
peppermint == menthe poivrée
plush girafe =» girafe peluche

cheesa = prompt

Fine-tuning
The model is trained via repeated gradient updates using a
large corpus of example tasks,

sea otter => loutre de mer example

peppermint =» menthe poivrée examle #2
plush giraffe => girafe peluche example #N
cheese =» prompt

Figure: [BMR*20]

June 10, 2023



Chain-of-Thought prompting

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

A: The answer is 27. x

Chain-of-Thought Prompting

s N

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls
each is 6 tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have?

J/

Model Output

A: The cafeteria had 23 apples originally. They used
20 to make lunch. So they had 23 - 20 = 3. They
bought 6 more apples, so they have 3 + 6 = 9. The

\answer is9. & j

Figure: [WWS*22]
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Retrieval Augmented Generation

The middle ear includes

Define "middle ear" (x) B ettt
End-to-End Backprop through q and pg thestynpanicicavityianct
Question Answering: the three ossicles. (y)
Question Query Query Retriever py, Document \ - Question Answering:
Encode (Non-Parametric) Index arame
Barack Obama was ( ) d(z) coEReEED ()
born in Hawaii. (x) q X,
Fact Verification: Fact Quer Margin- Fact Verification
" i alige Label Generation
EZ:ES;V:"T MIPS<®** 3 Pg —> This 1ath century work
> Ao is divided into 3
Jeopardy Question ~— sections: "Inferno”,
Generation: "Purgatorio” &
Answer Query ~— "paradiso” 9]
A / Question Generation

Figure 1: Overview of our approach. We combine a pre-trained retriever (Query Encoder + Document
Index) with a pre-trained seq2seq model (Generator) and fine-tune end-to-end. For query x, we use
Maximum Inner Product Search (MIPS) to find the top-K documents z;. For final prediction y, we
treat z as a latent variable and marginalize over seq2seq predictions given different documents.

June 10, 2023

(Tel-Aviv Uni, eBay)



State of GPT

GPT Assistant training pipeline

Stage Pretraining
Raw internet

text trillions of words
Dataset | low-quality, large quantity

©

Language modeling
Algorithm | predict the next token

o

Base model

1000s of GPUs
months of training

ex: GPT, LLaMA, PaLM
can deploy this model

Ido Ben-Shaul (Tel-Aviv Uni, eBay)

Supervised Finetuning

Demonstrations (]
Ideal Assistant responses, =
~10-100K (prompt, response)
written by contractors

low quantity, high quality

Language modeling
predict the next token

init °
from

SFT model

1-100 GPUs

days of training

ex: Vicuna-13B

can deploy this model

Reward Modeling Reinforcement Learning

Comparisons ) Prompts o
100K —1M comparisons = ~10K-100K prompts -
written by contractors written by contractors

low quantity, high quality low quantity, high quality

© ©

Binary classification Reinforcement Learning
predict rewards consistent w generate tokens that maximize
preferences the reward

init init from SFT
from 0 e use RM 0
RM model RL model

1-100 GPUs 1-100 GPUs
days of training days of training
ex: ChatGPT, Claude
can deploy this model
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LIMA

You are a scientist who just invented a time machine. Where do
you travel first?

As a scientist, I would travel back in time to the year 1969 and watch
the Apollo 11 mission land on Moon.

The Apollo 11 Mission was the first space flight that landed humans
on the Moon. It was an incredibly important moment in history as it
marked mankind'’s first step towards exploring other planets. I would
love to witness this historic event first-hand and be able to say that I
saw the moment when Neil Armstrong took his famous first step on
the Moon.

You are a scientist who just invented a time machine. Where do
you travel first?

I would travel to Ancient Egypt.

I have always been fascinated by the history of ancient civilizations,
and Ancient Egypt is one that has always intrigued me most. Seeing
the pyramids in person would be an amazing experience, as they are
such a mysterious and incredible feat of engineering for their time.
Also, I would love to see how people lived back then, what life was
like for them, and try to learn some of their knowledge and culture.

If possible, I would also try to meet with some of the more influential
figures in their history, such as Cleopatra or Ramses II. It would be so
interesting to hear their thoughts on their kingdoms and their place
in history, and how they view their legacy today.

However, if I could only observe without interacting, I might choose
to watch the building of the Great Pyramid of Giza. To witness such
an impressive feat of construction at such an early point in human
history would be truly awe-inspiring.

Figure: LIMA: Less Is More for Alignment [ZLX 23]
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Self-Supervised Learning

Self-Supervised Learning (SSL)
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SSL Setting

@ How can we learn representations without labeling?
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SSL Setting

@ How can we learn representations without labeling?
@ Trick: Define a proxy task to learn representations
@ Obijective: Learn meaningful representations without labels.
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Figure: SimCLR: [CKNH20]

B
L(f) = Z sim(Z;,Z/)/7) - log ) exp(sim(Z;, Z))/7),
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Regularization
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VICReg

v(Z),
v : maintain variance

c : bring covariance to zero

<(2) s : minimize distance

: distribution of transformations
: random transformations

CLLEEELN

t~T
I
t'k X {_’E"Y"’ Wi |— 2

Figure: VICReg: [BPL22]

>

Nz
Navz

SE.2) forf'gs  encoders
hg, h'g: expanders

I :batch of images

X, X’ :batches of views

Y,Y’ :batches of representations
7,2 :batches of embeddings

[¢4)

L(f) = as(Z,Z') +u[v(Z) + v(Z')] + v[c(Z) + c(Z')], (4)

Invariance Regularization
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Understanding SSL

Understanding SSL
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Clustering

Initialization End of train

original

Figure: SSL training induced semantic clustering. UMAP of SSL
representations in different hierarchies. (top) Augmentations of five different
samples, each sample colored distinctly. (middle) Samples from five different
classes within the standard CIFAR-100 dataset. (bottom) Samples from five
different superclasses within the dataset. [BSSZG™ 23]
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Figure: SSL algorithms cluster the data with respect to semantic targets.
The linear test accuracy rates, (left) non-normalized, (right) normalized by their
values at initialization. All experiments are conducted on CIFAR-100 with VICReg
training
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NCC
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Figure: SSL algorithms cluster the data with respect to semantic targets.
The normalized NCC train accuracy, computed by dividing the accuracy values by
their value at initialization.
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Intermediate Layers

e
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Linear Accuracy
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Linear Accuracy
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Linear Accuracy Ratio
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Layer

1 2 3 4 5 6 7 8 9 10
Layer

Figure: SSL efficiently learns semantic classes throughout intermediate
layers. The linear test accuracy of different layers of the model at various epochs
(left) With respect to the 100 original classes. (middle) With respect to the 20
superclasses. (right) The ratio between the superclass and the original classes.
All experiments are conducted on CIFAR-100 with VICReg training.
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Architecture Affects
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Figure: The influence of width and depth on learning semantic classes at
intermediate layers. (top) Linear test accuracy at different epochs for neural
networks of varying widths. (bottom) Linear test accuracy of neural networks with
different depths. (left) The performance is measured in relation to the original
classes. (right) The performance with respect to the superclasses.
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Loss Terms

0.45

Linear Accuracy
Linear Accuracy

Linear Accuracy

20 100 1000
Epoch

u=>5 u=25 u =100

Figure: The role of the regularization term in SSL training. Each plot depicts
the regularization and invariance losses, along with the linear test accuracy,
throughout the training process of VICReg with u = 5, 25, 100 respectively.
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semantic targets over random ones
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Figure: SSL continuously learns semantic targets over random ones. (left)
The linear test accuracy for targets with varying levels of randomness from the
last layers at different epochs. (middle) The linear test accuracy for targets with
varying levels of randomness for the trained model. (right) The ratios between
non-random and random targets for various clustering metrics. All experiments
are conducted on CIFAR-100 with VICReg training.
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Different Architectures
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Figure: SimCLR and VICReg have similar performance. (top) Linear test
accuracy in different training epochs, as a function of the intermediate layer, for
original classes and superclasses, from left to right resp. (bottom) (left) Linear
test accuracy in different training epochs (from dark to light) with respect to
different randomness levels. (right) Linear test accuracy in different intermediate
layers, at the end of training with respect to different randomness levels.
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Implicit Bias of Backbone
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Figure: The implicit bias of the backbone architecture on the learned
representations. (left) Linear test accuracy of an SSL-trained RES-5-250
network for extracting ResNet-18 and ViT random target functions with varying
degrees of randomness (x-axis) at different epochs (color-coded from dark to
bright). (right) Linear test accuracy of an SSL-trained RES-5-250 network for
extracting ResNet-18 and ViT random target functions with varying degrees of
randomness (x-axis) at different intermediate layers (color-coded from dark to
bright).
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